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1. sklearn 3%
HANZBISLISCIEERIEHAAE, WA

pip install scikit-learn

WELRR pip K%, NWFTHEA:

conda install pip

2. sklearn EXHix

S5 https://scikit-learn.org/0.21/documentation.html
{53 sklearn XE(AI D9 4 &5: BUETRLNIR. )IIBAREL, FTRARELILARAREY T,



https://scikit-learn.org/0.21/documentation.html

2.1 EiEFRALIE

import numpy as np

from sklearn.model selection import train_test split

np.random.seed(0)

X = 2 * np.random.rand(100, 1) # 4p¥ 100 N

y = 3 * X flatten() + 2 + np.random.randn(100) * 0.5 #y = 3x + 2 JINIE=

# RS 9IRS
X train, X test, y train, y test = train_test split(X, y, test size=0.2,

random_state=42)

XEHIRBRBEN IR, TR IRAIR e
sklearn e,
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from sklearn.linear_ model import LinearRegression
# Bl R IHRE
model = LinearRegression()
# 1) || B EY
model fit(X _train, y train)

1R EZRh 2 U sklearn EEIRIMANRBISEH] ((EA—ESH) |, ARERK
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# P TFEN
y_pred = model.predict(X_test)
1RBYHAT fit )| G EERILUER predict 7523 S H RN
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from sklearn.metrics import mean_squared error, r2_score
# TTEREETR
mse = mean_squared error(y test, y pred)

r2 = r2_score(y test, y pred)

RaFEXERATTNERIEERIEREHITIT . BRI EREEISEIRE

(MSE) 5 REEE (R?) .

2.5 LR Ak

import matplotlib.pyplot as plt
# [RInEiESTRHERYRT AL
plt.scatter(X, y, color="blue’, label="target’, s=10)

y_line = model.predict(X_line)

plt.plot(X line, y line, color="red’, linewidth=2, label="predition’)
plt.xlabel('X")

plt.ylabel('y")

plt.title("y = 3x + 2")

plt.legend()

plt.grid()

X_line = np.linspace(0, 2, 100).reshape(-1, 1) # GllE2ATFLL%IETLH
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3.1 IRMNESEE

from sklearn.datasets import fetch_california_housing

import pandas as pd

# NNEEES

cal = fetch_california_housing()

T, B NEHIEELY, HATERE. B xx AERENHERABERIINE, F
TETASHT E2REE, EhanszirE /9" D:\Code\cal_housing py3.pkz" (FEXHERE
HEARRTEMERISEIRR) |, BBA xxxE"D:\\Code " (FFERINEFESAL\\)

cal = fetch_california_housing(data_home="xxx",download if missing=False)

# BRI SEFEARBIME
X = pd.DataFrame(cal.data, columns=cal.feature_names)

y = cal.target

# RIS
print(X.head())

print(y[:5])
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3.2 EiETRALIE

from sklearn.model selection import train_test split

# I ERK(E
print(X.isnull().sum())

# XD EUES
X train, X test, y train, y test = train_test split(X, y, test size=0.2,

random_state=42)

XENEHIRNGELE (BUEENREHE ARSI TE) , FHFREREER
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3.3 1#&BYill%

from sklearn.linear model import LinearRegression

# Bl RE

model = LinearRegression()

# 1)I| AR
model fit(X _train, y train)
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3.4 {RBLF(

from sklearn.metrics import mean_squared error, r2_score

# FATIN

y_pred = model.predict(X_test)

# BRI
mse = mean_squared _error(y test, y pred)

r2 = r2_score(y test, y pred)

# FTENEREEIR
print(f'19751R% (MSE): {mse})
print(fIREZREL (R*2): {r2})

XS G AOERS TR, SEUREHTION, HitEiERREEiT,
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import matplotlib.pyplot as plt

plt.scatter(y_test, y pred, color="blue', alpha=0.6)
plt.xlabel('target’)

plt.ylabel('prediction’)

plt.title('target vs prediction’)

plt.plot([min(y_test), max(y_test)], [min(y_test), max(y_test)],
color="red’, linewidth=2) # IRAEFUNIL

plt.show()
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4. FLRREST—(Fik

(B2 ipynb 3Z{%! ! !

ipynb X{HRAREEZIMHBMFRNAMLHE! ! !

XU EH lab3-1E-2 ipynb! ! !

REHRBESHE—1 notebook AI—4* cell B, (MEFE5BIRE
B#7E ipynb X{4$h, A markdown (A& markdown iEZRItBRILIR 5
ANEXE) ERBHYEEIHRF— cell, TILITE notebook SRHEAY L Ei%IF
cell BYE 4P Code 5f& Markdown,

#Here is your python code

] Python

And here are your summaries in markdown

markdown

&g sklearn NNFFLIREEIREFHTILIEFGN, &—E5ERE
IFHRE, T FERIEEREE. BITNERESEISHEHTUES S
th, REEESXIIIGEHTIRENRT—CEFFLE, BTeEEERNES
£,

DEGENSUEEERTEM train_test split ERELRT)ISE L 75%,
MitEE L 25%, random state iRE 7 3149,

EREAHERERI iR EIRSE . FlEmRRNEE
&/ SR,

FIREIIREATEMNM LN TE, sklearn EET.



